Effect of cubic nonlinearity on auto-parametrically amplified resonant MEMS mass sensor
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Abstract

Parametric resonance has been well established in many areas of science, including the stability of ships, the forced motion of a swing and Faraday surface wave patterns on water. We have previously investigated a linear parametrically driven torsional oscillator and along with other groups have mentioned applications including mass sensing, parametric amplification, and others. Here, we thoroughly investigate the design of a highly sensitive mass sensor. The device we use to carry out this study is an in-plane parametrically resonant oscillator. We show that in this configuration, the nonlinearities (electrostatic and mechanical) have a large impact on the dynamic response of the structure. This result is not unique to this oscillator—many MEMS oscillators display nonlinearities of equal importance (including the very common parallel plate actuator). We report the effects of nonlinearity on the behavior of parametric resonance of a micro-machined oscillator. A nonlinear Mathieu equation is used to model this problem. Analytical results show that nonlinearity significantly changes the stability characteristics of parametric resonance. Experimental frequency response around the first parametric resonance is well validated by theoretical analysis. Unlike parametric resonance in the linear case, the jumps (very critical for mass sensor application) from large response to zero happen at additional frequencies other than at the boundary of instability area. The instability area of the first parametric resonance is experimentally mapped. Some important parameters, such as damping co-efficient, cubic stiffness and linear electrostatic stiffness are extracted from the nonlinear response of parametric resonance and agree very well with normal methods.
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1. Introduction

Parametric resonance has been well established in many areas of science, including the stability of ships [1], the forced motion of a swing [2] and Faraday surface wave patterns on water [3]. We have previously investigated a linear parametrically driven torsional oscillator [4] and along with other groups have mentioned applications including mass sensing [5], parametric amplification [6], and others [7].

For high-precision chemical detection (MEMS nose) [8], mass spectrometry [9], small force detection [10–12], etc. cantilever-based MEMS sensors have been utilized. Micro-scale oscillators are promising due to their small mass and high sensitivity. Many MEMS based mass sensors track shifts in resonant frequency due to changing mass. We have previously introduced the framework for developing a parametrically driven mass sensor with sensitivity of femtogram \((10^{-15} \text{ g})\) mass variation [5]. The presence of cubic mechanical and electrostatic nonlinearity significantly alters the dynamic behavior of the system. Some of these nonlinear effects are beneficial for the use of the oscillator as a mass sensor and a detailed investigation is warranted.

A simple harmonic oscillator (SHO) usually refers to an oscillator that can be modeled by a second-order constant co-efficient differential equation with time as the independent variable. In a SHO with 1 d.f., when excited with an external periodic force, the response of the oscillator is restricted to the externally applied frequency. Also, the response is amplified near the resonant frequency and, depending on the damping, the response at all frequencies sufficiently far away from the resonant frequency is minimal. This is not the case when the co-efficients of the second-order system are periodic in time (referred to as parametric oscillators). The dynamics of such oscillators is significantly different from that of the SHO. The response of
the oscillator is no longer restricted to the frequency of the externally applied force. In particular, there are excitations of the natural frequency, when excited at certain integer fractions or multiples of the resonant frequency. There is plenty of literature on such systems modeled by Hill’s equation and variations including the introductory book by Cartmell [13].

In the case of harmonic oscillators with time-modulated stiffness, a sharp transition between zero response and a large auto-parametric response (sub-harmonic resonance) exists [14]. Since this transition is dependent on system parameters, including the mass of the vibrating oscillators, change in mass can be detected with such a system. In this mass sensor implementation, the minimum detectable mass change can be expressed as [5]:

\[ dm = \frac{-k}{4\pi^2 f_0^3} d_{f_0} \]  

(1a)

where \( k \) is the system stiffness and \( f_0 \) the natural frequency. The sensitivity of a simple harmonic resonator based mass sensor, such as a cantilever sensor, can be represented as [15–17]:

\[ dm = \frac{k}{4\pi^2} \left( \frac{1}{f_0^2} - \frac{1}{f_0^2} \right) = \frac{-k}{2\pi^2 f_0^2} d_{f_0} \]  

(1b)

The sensitivity of these two cases is of the same order if the smallest resolvable frequency shift (\( d_{f_0} \)) due to mass change is the same. However, the sensitivity of a normal cantilever mass sensor is strongly dependent on pressure. The minimum detectable frequency change is inversely proportional to the quality factor [18]:

\[ \Delta f = \frac{1}{4\pi^2} \frac{f_0 k_B T B}{A} \]  

\[ \frac{k}{kQ} \]  

(2)

where \( A \) is the amplitude of the oscillation, \( B \) the bandwidth, \( Q \) the quality factor, \( T \) the temperature and \( k \) the stiffness of the oscillator. It should be noted that damping cannot be avoided in micro or nano scale [19]. In the case of a parametrically driven oscillator, the sensitivity depends on the transition between zero and large response and the transition can be very sharp. At 7 mTorr, for the case of a parametric torsional mode MEMS oscillator, the transition was observed with an input frequency shift of 0.001 Hz [4], which is the limit of the hardware used (Function generator HP3245A). Because of the sharp transition, with the same configuration, parametrically driven mass sensor can be two orders of magnitude more sensitive than harmonic resonator based mass sensor. In a cantilever mass sensor with dimensions as 22.37 \( \mu \)m \times 2 \( \mu \)m \times 0.5 \( \mu \)m, the theoretical sensitivity can be 9.65e – 17 g [20]. If working in the parametric mode, it can resolve as small a mass change as 3.62e – 19 g. The sharp transition is a reflection of a sub-harmonic response pitchfork bifurcation in the driving voltage frequency–amplitude parameter space. The occurrence of this bifurcation will be shown to be independent of the ambient pressure (modeled as viscous damping in the dynamics). We have observed this sharp transition at 450 mTorr and higher. Theoretically, good sensitivity can be achieved even at atmospheric pressure.

In this paper, we describe the motivation for the need to study nonlinear effects and present an introduction to the bulk-micro-machined parametrically actuated mass sensor. We then present the development of its model in the electromechanical domain and present an analytical treatment of the resulting nonlinear Mathieu equations. This analysis is supported with experimental results. The implications of these results on the behavior of the mass sensor are discussed.

2. Device

In this section, we describe the electromechanical system fabricated using the bulk-micro-machining technique SCREAM [21]. The device we have studied is an oscillator, which was designed by Adams et al. [22] for the independent tuning of linear and cubic stiffness terms. A scanning electron micrograph of the oscillator is shown in Fig. 1. The device size is about 500 \( \mu \)m \times 400 \( \mu \)m. It has two sets of parallel interdigitated comb finger banks on either end of the backbone and two sets of non-interdigitated comb fingers on each side. The four folded beams provide elastic recovery force for the oscillator. The beams, backbone and the fingers are \(~2 \mu \)m wide and \(~12 \mu \)m deep. The backbone is 515 \( \mu \)m long and 20 \( \mu \)m wide. Each of the four recovery folded beams are 200 \( \mu \)m on the long side and 20 \( \mu \)m on the short side. Either the interdigitated or the non-interdigitated comb fingers may be used to drive the oscillator. Fig. 2 is a schematic of these comb fingers. This oscillator is used to

![Fig. 1. A scanning electron micrograph of the oscillator. Note the folded beam springs (S), the two sets of interdigitated comb finger banks (C) on both ends of backbone (B) and non-interdigitated comb fingers (N) on each side of backbone (B).](image-url)
study the nonlinear effects on the parametric resonance phenomenon. An optimized design (stiffer springs and lesser mass) with a reactive coating specific to the mass sensing application will be used in future versions of the sensor implementations.

The driving force of the non-interdigitated comb finger is proportional to displacement, while the driving force of interdigitated comb fingers is nearly independent of displacement [22]. When a time varying voltage signal is applied to the non-interdigitated fingers, the effective stiffness of the system (mechanical and electrostatic) is dependent on time. At specific frequencies (related to the natural frequency of the device and the strength of the electrostatic drive) and amplitudes of the driving voltage, the sub-harmonics parametric resonance can be excited [4].

3. Theoretical analysis

The approach towards modeling the system is as follows—we use numerical simulation to estimate the mechanical and electrostatic parameters of the oscillator design separately. In the mechanical domain, the details of the spring design predominantly govern the stiffness of the oscillator. A finite element package, ANSYS [23], was used to simulate the spring stiffness. In the electrostatic domain, the configuration of the comb fingers (interdigitated or non-interdigitated) and the dimensions (length of overlap, gap between fingers) govern the electrostatic force generated. The strengths of these electrostatic forces were estimated using a boundary element solver COULOMB [24]. The parameters obtained from these simulations were then used in a single degree of freedom model.

To calculate the stiffness of beams, the device was simplified as shown in Fig. 3, where the dimensions of the folded beams (see Fig. 3(b)) are exactly the same as the oscillator design and the backbone is represented as a solid beam connecting the two sets of folded beams. Additionally, a fixed–fixed beam (see Fig. 3(a)) with dimensions comparable to the folded beam was used to study the effect of the folding configuration. ANSYS was used to simulate these two models. The dimensions used in the simulations are as follows: length of springs, \( L_s \) is 200 \( \mu \)m; length of folded springs, \( L_f \) is 20 \( \mu \)m and backbone equivalent length \( B \) is 50 \( \mu \)m. The depth of the features was taken as 12 \( \mu \)m and all the anchor points were assumed fixed in displacement and slope of displacement. The material of the structures was assumed to be single crystal silicon with a young’s modulus of 170 GPa. The results are shown in Fig. 4. At small displacement, the stiffness is close for these two models. But when the displacement is large, their stiffness varies significantly. To get the linear and higher order stiffness, we fit the curve with polynomial functions. The recovery force can be expressed as:

\[
F_r(x) = k_1 x + k_3 x^3
\]

where \( k_1 \) is the linear stiffness and \( k_3 \) the cubic stiffness.
The results are shown in Table 1. In the folded beam model, the cubic stiffness is two orders less than with the fixed–fixed model, while the linear stiffness is comparable. Though the cubic stiffness is reduced, it is not negligible in effect on parametric resonance behavior as we show with perturbation analysis and experimental results. We can see from the simulation results in Fig. 4 that the total recovery force grows very fast with displacement for the fixed–fixed beam configuration.

Electrostatic force of the non-interdigitated comb finger was calculated using COULOMB. This boundary element solver can compute the electrostatic forces generated in any configuration of the comb finger spacing. We use the parametric modeling ability in the software to map the electrostatic forces as a function of small displacements of the electrostatic force. Since either interdigitated comb fingers or non-interdigitated comb fingers can be used to drive the oscillator and the dynamic response will be different, these two cases are addressed, respectively.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Linear stiffness $k_1$ ($\mu$N/(\mu)m$^2$)</th>
<th>Cubic stiffness $k_2$ ($\mu$N/(\mu)m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed–fixed spring</td>
<td>8.14</td>
<td>5.8</td>
</tr>
<tr>
<td>Folded spring</td>
<td>7.61</td>
<td>4.4e−2</td>
</tr>
</tbody>
</table>

where $x$ is displacement, $m$ the mass, $c$ the damping coefficient, $F_r(x)$ the elastic recovering force and $F_e(t, x)$ the electrostatic force. Since either interdigitated comb fingers or non-interdigitated comb fingers can be used to drive the oscillator and the dynamic response will be different, these two cases are addressed, respectively.

### 3.1. Harmonic excitation using interdigitated comb fingers

When an ac voltage signal is applied on the interdigitated comb fingers, $F_e$ is only a function of time, $t$. $F_e$ can be written as:

$$F_e = F_A \cos(\omega t)$$

(6)

Substituting $F_e$ and $F_r$ into Eq. (5) and normalizing it,

$$\frac{d^2x}{dt^2} + 2\frac{dx}{dt} + \beta x + \delta x^3 = f \cos(\tau)$$

(7)

where

$$\alpha = \frac{c}{mo}, \quad \beta = \frac{k_1}{mo^2}, \quad \delta = \frac{k_3}{mo^3}, \quad f = \frac{F_A}{mo^2}$$

This is a Duffing equation [25]. Considerable work has been done on Duffing equation in MEMS devices to study nonlinear effects on harmonic resonance [22,26–28]. By fitting the frequency response curve, cubic stiffness can be found.

### 3.2. Parametric resonance excitation using non-interdigitated comb fingers

When the device is driven by non-interdigitated comb fingers, $F_e$ is a function of displacement $x$ and time $t$. Since the force due to electrostatic interactions has a square dependence on the voltage applied, in order to isolate the parametric effects from harmonic effects, we use a square rooted sinusoidal voltage signal [14]. For the case of square root sinusoidal voltage being applied ($V = V_A(1 + \cos(\omega t))^{1/2}$):

$$F_e(x, t) = -(r_1 x + r_3 x^3)V_A^2(1 + \cos(\omega t))$$

(8)

Substituting $F_e$ and $F_r$ in Eq. (5) and then normalizing it,

$$\frac{d^2x}{dt^2} + 2\frac{dx}{dt} + (\beta + 2\delta \cos 2\tau)x + (\delta_3 + \delta_3' \cos 2\tau)x^3 = 0$$

(9)
where
\[
\alpha = \frac{2c}{m_0}, \quad \beta = \frac{4(k_1 + r_1 V^2_A)}{m_0^2}, \quad \delta = \frac{2r_1 V^2_A}{m_0^2},
\]
\[
\delta_3 = \frac{4k_3 + 4r_3 V^2_A}{m_0^2}, \quad \delta'_3 = \frac{4r_3 V^2_A}{m_0^2}.
\]

This is a nonlinear Mathieu equation. All the terms in this equation except \( \beta \) (which is of order 1) is of small order. The values of the non-dimensional parameters from simulation at typical voltage amplitude (20 V) and frequency (52 kHz) are
\[ \beta = 1.01, \quad \alpha = 1.50e\quad -3, \quad \delta = -1.01e\quad -2, \]
\[ \delta_3 = 5.10e\quad -3, \quad \delta'_3 = -8.75e\quad -4. \]

Hence, we can use perturbation methods to study this system.

By assuming \( \delta = \varepsilon, \quad \beta = \beta_0 + \varepsilon \beta_1 \), the equation can be rewritten as a harmonic oscillator with a perturbation (the terms on the right hand side of Eq. (10)).

\[
\frac{d^2x}{dt^2} + \beta_0 x
= \varepsilon \left( -(\beta_1 + 2 \cos 2\tau) x + (\gamma_3 + \gamma'_3 \cos 2\tau) x^3 - \mu \frac{dx}{d\tau} \right)
\]

(10)

where the terms in Eq. (10) have been scaled with respect to the small term \( \varepsilon \),
\[ \gamma_3 = \frac{\delta_3}{\varepsilon}, \quad \gamma'_3 = \frac{\delta'_3}{\varepsilon}, \quad \mu = \frac{\alpha}{\varepsilon} \]

(11)

We know that for a linear Mathieu equation, the first-order parametric resonance occurs when the driving frequency is near twice the resonant frequency (here that would correspond to \( \beta_0 = 1 \)). So, we use the ‘method of two variable expansion’ [28] to analyze the equation when driving near the first parametric resonance. The idea of the method is that the expected solution involves two time scales: the time scale of the periodic motions and a slower time scale that modulates the amplitude of the periodic motion. Here, we use the notation that \( \xi \) represents stretched time \( (\omega t) \), and \( \eta \) represents slow-time \( (\omega t) \) [28]:
\[ \xi = 2\tau, \quad \eta = \varepsilon t \]

(12)

And assuming,
\[ x = x_0 + \varepsilon x_1, \quad \beta = 1 + \varepsilon \beta_1 \]

(13)

Using two-variable-expansion method, the equation of motion can be rewritten as two equations:
\[
4 \frac{d^2 x_0}{d\xi^2} + x_0 = 0 \]

(14)

and
\[
4 \frac{d^2 x_1}{d\xi^2} + x_1 = -4 \frac{d^2 x_0}{d\xi d\eta} = (\beta_1 + 2 \cos \xi x_0) (\gamma_3 + \gamma'_3 \cos \xi) x_0^3 - 2\mu \frac{dx_0}{d\xi}
\]

(15)

It should be noted that we are working with first-order expansion, neglecting \( O(\varepsilon^2) \) terms.

The solution to the harmonic oscillator in \( x_0 \) (Eq. (14)) is as follows,
\[ x_0 = A(\eta) \cos (\frac{1}{2} \xi) + B(\eta) \sin (\frac{1}{2} \xi) \]

(16)

Unlike the simple harmonic oscillator case, we have the “constants” \( A \) and \( B \) varying in slow-time scale. Using Eq. (16) to evaluate the right hand side of the Eq. (15) in \( x_1 \) and setting the condition for removal of the resonant terms, yields the slow-flow equations in \( A \) and \( B \) (the dynamics of \( A \) and \( B \) in slow-time).
\[
\frac{dA}{d\eta} = \frac{\mu}{2} B + \frac{B}{2} (\beta_1 - 1) + \frac{3B\gamma_3}{8} (A^2 + B^2) - \frac{\gamma'_3 B^3}{4} \]

(17)

\[
\frac{dB}{d\eta} = \frac{\mu}{2} A - \frac{A}{2} (\beta_1 + 1) - \frac{3A\gamma_3}{8} (A^2 + B^2) - \frac{\gamma'_3 A^3}{4} \]

(18)

The characteristics of these two equations are schematically shown as \( A-B \) in \( \beta-\delta \) plane (see Fig. 6(a)). The plane can be divided into three areas. In area I, one center exists at

![Fig. 6. Dynamic characteristics of nonlinear Mathieu equation in the \( \beta-\delta \) plane. \( \beta = 1 \pm \delta \) are the transition curves, which divide \( \beta-\delta \) plane into area I, II, III. Note the damping effects on transition curves (\( \beta = 1 \pm \delta \sqrt{1 - \mu^2} \)) in Fig. 6(a). The number of stable points change in each area—one center at (0, 0) in area I, two centers at (\( \pm a_1, 0 \)), and one saddle at (0, 0) in area II, three centers at (\( \pm a_2, 0 \)), and (0, 0) and two saddles at (0, \( \pm b \)) in area III. Fig. 3(b) shows how the positions of the stable (dark trace) and unstable (broken trace) points vary as \( \beta \) and \( \delta \) are varied quasi-statically.](image-url)
(0, 0) which means only one stable trivial solution exists in the
area. In area II, there are two centers at (±a₁, 0) and one saddle
at (0, 0), corresponding to one stable non-trivial solution and
one unstable trivial solution. In area III, there are two centers at
(±a₂, 0), two saddles at (0, ±b) and one center at (0, 0),
corresponding to one stable non-trivial solution, one unstable
non-trivial solution and one stable trivial solution.

It is convenient to study Eqs. (17) and (18) in polar
system. Assuming

\[ A = R \cos \theta, \quad B = R \sin \theta \]

We get

\[ \frac{dR}{d\eta} = -\frac{\mu R}{2} - \frac{R}{2} \left( 1 + \frac{\gamma_3 R^2}{4} \right) \sin(2\theta) \]

\[ \frac{d\theta}{d\eta} = -\frac{\beta_1}{2} - \frac{3\gamma_3 R^2}{8} - \left( \frac{\gamma_3}{4} R^2 + 1 \right) \cos(2\theta) \]

The fixed points \((R^*, \theta^*)\) of these coupled equations are
obtained by setting \((dR/d\eta) = 0\) and \((d\theta/d\eta) = 0\). This
yields:

\[ \sin(2\theta^*) = -\frac{4\mu}{4 + \gamma_3 R^*} \]

and

\[ R^* = -\frac{4}{3} \left( \frac{\beta_1 + \cos(2\theta^*)}{(\gamma_3 + (2/3)\gamma_3 \cos(2\theta^*))} \right) \]

Fixed points (centers and saddles) occur when there is a
real value for \(R^*\) and to facilitate the discussion, we define a
new variable,

\[ \gamma_3 \gamma_3' + \frac{2\gamma_3}{3} \cos(2\theta) \]

Inserting \(\gamma_3 = (\delta_3/e)\) and \(\gamma_3' = (\delta_3'/e)\) into Eq. (24)

\[ \gamma_3^{\text{eff}} = \frac{2k_3}{r_1 V_A^2} + \frac{r_3}{r_1} \left( 2 + \frac{4}{3} \cos(2\theta^*) \right) \]

where \(\gamma_3^{\text{eff}}\) is the effective nonlinearity parameter of the
system, a sum of contributions from cubic mechanical stiffness,(fixed for a particular beam design) and voltage
dependent cubic electrostatic stiffness. Looking at Eq. (9), it
might be tempting to conclude that the effective contribu-
tions of the mechanical and electrostatic cubic stiffness will
be just a linear sum of \(k_3\) and \(r_3 V_A^2\).

The detailed analysis presented above shows that the
effective contribution is subtle and depends on the linear
electrostatic stiffness \(r_1\) and the response of the oscillator
itself (the \(\cos(2\theta^*)\) term). In the current design, the me-
chanical cubic stiffness \(k_3\) is positive and the electrostatic cubic
stiffness \(r_3\) is negative. Hence by varying the applied vol-
tage, \(V_A\), we can change the sign of the effective cubic
stiffness. Fig. 7 is the variation of \(\gamma_3^{\text{eff}}\) with the input voltage
for the device under study. The effect of the sign of the
effective cubic stiffness is presented in detail in Section 5.

For clarity of discussion, we present the influence of
damping and nonlinear terms on parametric resonance
separately.

3.2.1. Effect of damping (assuming no cubic nonlinearity)

Eqs. (17) and (18) can be simplified as:

\[ \frac{dA}{d\eta} = -\frac{1}{2} (\mu) B + \frac{1}{2} (B) (\beta_1 - 1) \]

\[ \frac{dB}{d\eta} = -\frac{1}{2} (\mu) A - \frac{1}{2} (A) (\beta_1 + 1) \]

Fig. 7. The effective nonlinear parameter as a function of the driving voltage amplitude \(V_A\) for the spring and electrostatic comb finger design of the oscillator
studied in this paper. Note that the sign of effective nonlinear parameter can be changed at large voltage amplitude.
Eqs. (26) and (27) are called the slow-flow equations. These are coupled linear first-order differential equation that can be easily solved. The slow-time dynamics of the variable $A$ and $B$ distinguish the resonant and non-resonant regions. The transition of the real part of the eigenvalues from positive (exponentially growing solution) to negative (exponentially decaying solution), corresponds to the transition curve from unstable to stable areas in the first parametric resonance stability plot [28]:

$$\beta = 1 \pm \varepsilon \sqrt{1 - \mu^2} = 1 \pm \sqrt{\varepsilon^2 - \mu^2}$$  

(28)

Fig. 6 also shows the effects of damping on parametric resonance. The presence of damping limits the occurrence of the parametric resonance to above certain critical input voltage amplitude.

3.2.2. Effect of cubic nonlinearity (assuming no damping)

We look at the slow-flow equations in polar coordinates here, assuming damping coefficient $\mu = 0$.

$$\frac{dR}{d\eta} = -\frac{1}{2} (R \sin(2\theta))$$  

(29)

$$\frac{d\theta}{d\eta} = -\frac{\beta_1}{2} - \frac{3\gamma_{3\text{eff}} R^2}{8} - \frac{1}{2} \cos(2\theta)$$  

(30)

We study the equilibrium (fixed) points of the slow-flow variable ($R^*$, $\theta^*$) and analyze their stability characteristics. The equilibrium points are when the right hand side of the above equations is identically zero. For non-trivial solutions of $R$, equilibrium points are

$$\theta^* = 0, \frac{\pi}{2}, \pi, \frac{3\pi}{2}$$

and

$$R^2 = -\frac{4}{3\gamma_{3\text{eff}}} (\beta_1 + \cos(2\theta^*))$$

(31)

Let us assume the effective nonlinearity parameter $\gamma_{3\text{eff}} < 0$. In the case of $\theta^* = 0$ and $\pi$, $R^2 = -(4/3\gamma_{3\text{eff}})(\beta_1 + 1)$, non-trivial solutions require $\beta_1 > -1$. When $\theta^* = \pi/2$ and $3\pi/2$, $R^2 = -(4/3\gamma_{3\text{eff}})(\beta_1 - 1)$, non-trivial solutions exist only for $\beta_1 > 1$. The characteristics of Eq. (31) are schematically shown in Fig. 6(b). Since $\beta_1 = \pm 1$ corresponds to transition curves from stable to unstable areas in $\beta - \delta$ plane, bifurcation occurs when we quasi-statically vary frequency of the input voltage across the transition curve. The growth of $R^*$ with respect to $\beta$ in different areas is schematically shown in Fig. 6(b), where solid line represents stable solution and dashed line represents unstable solution. The solutions in different cases are reflected in the results presented in $A - B$ plane (Fig. 6(a)).

4. Experimental results

A multi-dimensional MEMS motion characterization suite is used to measure the in-plane movement of the device [29]. The schematic setup is shown in Fig. 8. The device is placed in a vacuum chamber, where the pressure can be pumped to as low as 7 mTorr. The Laser Doppler Vibrometer with built in controllers and sensor heads (Polytec, OFV-
3001, and OFV-511) uses a 633 nm wavelength, 205 mm cavity length Helium–Neon laser. The principle of measurement is optical interferometry. It is a heterodyne interferometer, meaning the velocity magnitude as well as the direction is determined by use of an additional Bragg cell [30]. A voltage source (HP3245A) is used for input voltage signal generation and the displacement and velocity outputs from the Vibrometer were recorded and analyzed with a HP Spectrum Analyzer (HP89470A) and Tektronics Oscilloscope (TDS 420 A).

To obtain natural frequency and quality factor (defined as the ratio between the frequency of the peak amplitude and the band width of the frequency response at half power points), an ac voltage signal (~20 V) is applied on the interdigitated comb fingers. For this design, a driving voltage of 20 V applied to the interdigitated comb fingers results in an amplitude of motion less than 1 μm, which can be adequately modeled with a linear stiffness. The position independent actuation of the interdigitated fingers is used in order to avoid parametric excitation effects. At 7 mTorr, the natural resonance frequency is 26.48 kHz and quality factor is 640 (see Fig. 9).

A larger electrical signal (~60 V) is applied on the interdigitated comb finger to study the nonlinear behavior of the device. The motion of the device under this driving voltage is greater than 2.5 μm. Its frequency response follows that of a Duffing equation response (see Fig. 10) [25,27]. By fitting the curve with the solution to the Duffing equation, cubic stiffness can be obtained [26,27]. At 7 mTorr, $k_3$ is found to be 0.030 μN/μm$^3$, which compares well with FEM results (see Table 1).

To avoid coupling between harmonic resonance and parametric resonance, a square root sinusoidal ac voltage signal is applied to the non-interdigitated comb fingers [14]. The device displays parametric resonance when excited with a frequency around twice the natural frequency. The time-scale growth of the response (Fig. 11(b)) is quite different

![Fig. 9. The oscillator's frequency response curve when excited with the interdigitated comb fingers with a small ac voltage ($V_a = 20$ V). At small amplitudes of motion, the oscillator is essentially linear and the linear stiffness to mass ratio (natural frequency) and the damping coefficient ($Q$—the quality factor) values are extracted from this data.](image)

![Fig. 10. The oscillator's frequency response curve when excited with the interdigitated comb fingers with a high voltage ($V_a = 60$ V). This isolates the effect of mechanical cubic nonlinearity with that of the electrostatic nonlinearity since the latter arises only when driven by non-interdigitated comb drives. The experimental data is represented by squares and the smooth line is the fit using solution to a Duffing equation. The mechanical cubic stiffness extracted from this curve is $k_3 = 0.030$ μN/μm$^3$.](image)

![Fig. 11. Comparison of time–response of oscillator velocity when excited at (a) harmonic resonance (driving voltage 60 V) and (b) first-order parametric resonance (driving voltage 20 V). The contrasting feature here is that the latter has an exponential envelope of growth of the sinusoidal amplitude, while the former has linear growth.](image)
from that of a harmonic resonance (see Fig. 11(a)). When excited from a non-resonant point in the input voltage–frequency space to a resonant region, parametric resonance grows exponentially with time while harmonic resonance grows linearly, as shown in Fig. 11(a) and (b).

The first parametric resonance instability area is mapped by sweeping frequency and amplitude of the input voltage signal (see Fig. 12). By fitting this data at the transition curve with the analytical result (Eq. (28)) in \( V_A - f \) format, the linear electrostatic force co-efficient and \( Q \) factor can be extracted. Linear electrostatic force co-efficient \( r_1 = -3.67 \times 10^{-4} \text{N/(um/V}^2) \) is in good agreement with the Boundary Element simulations value of \( r_1 = -3.65 \times 10^{-4} \text{N/(um/V}^2) \). The quality factor \( Q \) \( (Q = 671) \) matches with the result obtained from small signal harmonic frequency response \( (Q = 640) \).

Fig. 13 is the response of the device when excited with frequencies corresponding to the first parametric resonance at \( V_A = 20 \text{ V} \). The frequency is swept from low to high (up) and high to low (down). Different step sizes are used in the sweeping. When sweeping frequency down, the jump from small amplitude to large amplitude response occurs around 52.7 kHz. This corresponds to the moving quasi-statically from region III to region II in Fig. 6(b). When sweeping the frequency up, the jump (from large amplitude response to zero response) happens at about 53.7 kHz. This corresponds to moving from region II to region III in Fig. 6(b). In region III, there are two possible stable states of response of the system. Initial conditions determine which one of the two will be preferred. This jumping point depends on the step size of frequency. The smaller the step size, the larger is the jumping frequency (points S and R). Changing the frequency quasi-statically introduces a perturbation in the system, which alters the initial state of the system. We theorize that a larger frequency jump size perturbs the system enough to drive it out of the basin of attraction of the large response. Further discussion of this phenomenon is presented in Section 5.

5. Discussion

According to the analysis of nonlinear Mathieu equation, first-order parametric resonance as represented in the \( \beta - \delta \) plane (which can be translated to \( V_A - f \) coordinates) may be categorized into three areas, I, II and III (see Fig. 6(a)). The corresponding \( A - B \) plane is shown in the same figure. In area I, only one trivial solution exists. As the frequency is changed quasi-statically, a bifurcation occurs at the left boundary \((\beta = 1 - \delta)\). In area II, the trivial solution becomes unstable and simultaneously a stable sub-harmonic motion is born. This motion grows in amplitude as \( \delta \) increases. In the right boundary \((\beta = 1 + \delta)\), the unstable trivial solution becomes stable again and an unstable sub-harmonic motion is born. The stable sub-harmonic non-trivial solution born in area II also exists in area III.

The experimentally obtained displacements exactly verify all the characteristics expected from the analysis. Fig. 13 presents typical frequency response in the three zones described above. In area I, the response is very small, which corresponds to the stable trivial solution. In area II, a large response exists, corresponding to the stable non-trivial solution, while the unstable trivial solution cannot be found. In area III, one large and one small response can be found depending on the testing conditions. Analysis predicts that, depending on the initial displacement and velocity, the final
displacement converges to one of the two stable states. When sweeping frequency down, the initial value is small in area III and hence the trivial stable solution is obtained. But when sweeping the frequency up, in small step sizes, the response stabilizes at the non-trivial stable solution. For large step size sweeps, the response jumps to the trivial stable solution at a lower frequency. In Fig. 13, Point R shows this jump. It has been experimentally observed that, if the step size of the frequency sweep is made very small, the oscillator can be maintained in the large amplitude response to higher frequency (see RS in Fig. 13). From the theoretical analysis, it can be seen that the two stable solutions in region III have their own basins of attraction. This implies that the final state of the oscillator in this region depends on the initial condition of the oscillators. We theorize that the step size causes a perturbation in the initial conditions, thereby effecting the frequency at which the jump occurs. It is worthwhile to note here that, the difference in response between sweeping input frequency in either direction (up or down) is due to the bifurcations occurring at the boundaries.

The significant impact of this analysis and its experimental verification on the mass sensor is as follows. In order to be able to utilize the jump (sharp transition from trivial to non-trivial solution in $\beta - \delta$ plane), for the case of negative effective nonlinear parameter $\gamma_{3eff}$, we can use only one of the instability boundaries ($\beta = 1 + \delta$). The analysis predicts that the bifurcations will occur in the other instability boundary ($\beta = 1 - \delta$) where the system has a positive nonlinear parameter. In this paper, we limit the discussion to the case of negative effective nonlinear parameter $\gamma_{3eff}$. Fig. 14 shows a schematic of how the position of the instability boundary will change with change in mass. The two traces are simulations of the sharp boundary between a very small amplitude (trivial) response and a well-defined large amplitude response (Fig. 15), mapped for the reference oscillator and a sense oscillator with a mass change of $10^{-14}$ kg.

![Graph showing the effect of change in mass on the transition boundary between regions II and III](Image)

Fig. 14. Schematic of the effect of change in mass on the transition boundary between regions II and III. This is a simulation of the effect for a mass change of $10^{-14}$ kg.

![Graph showing driving frequency vs. driving voltage](Image)

Fig. 15. Detail of the sharp transition from trivial solution to the non-trivial stable high amplitude solution as the drive frequency is changed quasi-statically from region III to region II.

It should be noted that, by varying the amplitude of the driving voltage, the effective nonlinear parameter can be tuned. The transition of this effective nonlinear parameter from positive to negative will switch the occurrence of the bifurcations from one side of the instability boundary to the other. This switch will be sharp and will occur at a well-defined $V_A$ and can then be used to estimate the value of the cubic electrostatic stiffness with a good degree of accuracy (see Fig. 7). In the present experimental set up, this was not done as the required input voltage to change the effective cubic stiffness to be positive was estimated to be more than the breakdown voltage of the device oxide electrical insulator layer.

The presence of the cubic stiffness also results in a distinct advantage compared to that of the linear parametric mass sensor. In the case of the linear oscillator with parametric excitation, the transition boundaries separate regions of trivial solution from regions of exponentially growing sub-harmonic solutions. The presence of damping changes the rate of the exponential growth and alters the shape of the transition curve (from ‘V’ to ‘U’), but does not limit the amplitude growth. This implies that a linear model cannot predict the experimentally observed amplitude. In any real system, the amplitude is finite and limited by factors not modeled, like the nonlinearity, or physical constraints. Thus, the advantage of modeling the cubic nonlinearity is that, we can estimate the final amplitude of the response inside the tongue.

Due to the cubic nonlinearity, the range of operation of the mass sensor is reduced, but the sensitivity of the sensor is not compromised. The above analysis and experimental verification illuminates the effect of the various design parameters on the sensor performance. This helps in developing good design rules. The sharp transitions can also be used as a self-calibrating tool to extract the system parameters with a good degree of confidence.

Additionally, from the analysis and experimental results, we note that the effect of the damping in the system is to shift the instability “tongue” from one that looks like a ‘V’ to one that looks like a ‘U’ (see Fig. 6). This implies that there is a minimum input voltage above which the transition takes place (also see Fig. 12). The damping does not affect the...
sensitivity of the mass sensor, but rather introduces a constraint in the input voltage signal amplitude, unlike the sensors based on simple harmonic oscillator resonance shifts. This is a very critical feature of the sensor since often the quality factor cannot be controlled with precision or made very large in test situations.

The response of the oscillator is not effected significantly due to process variations. The depth of the features is a parameter not easily controlled in the process conditions. This does not affect the design since the depth is not a design parameter and does not effect the natural frequency (the mechanical stiffness and the mass has the same dependence on the depth) to the first-order. We have published an analytical study of the effect of parameter variation due to process conditions on the frequency stability of lateral resonant oscillators elsewhere [31]. The stress and stress gradient effects are minimal in these deep etched single crystal silicon resonators of the design dimensions used in this work [32]. However, for implementations of such a mass sensor in other material systems, the ideas of Mehner et al. [33] could be used to model the stress and stress gradient effects in conjunction with our modeling approach.

6. Conclusion and future directions

In this paper, we present the modeling, analysis, and experimental verification of nonlinearity effects on an auto-parametric amplification based mass sensor. The effect of the cubic mechanical stiffness and electrostatic stiffness changes the dynamic behavior of the oscillator response when excited parametrically in parts of the parameter (frequency–amplitude of input voltage) space. This restricts the regions of operation of the mass sensor, but does not alter the sensitivity. The detailed modeling and analysis also serve as tools for design of the mass sensor. The sharp transition, which facilitates the high mass change detection, can also be used to estimate the system parameters with good degree of accuracy in the reference oscillator.

For use as a mass sensor, some more issues need to be taken into consideration. Understanding of the various sources of noises in the system is one main issue [34]. Also, we are investigating methods to activate the surface of the oscillator for selective reaction and perhaps increase the surface area using porous silicon. The effect of temperature on the frequency response of parametric resonance is another critical issue. To increase the sensitivity, the design and fabrication of a new oscillator with higher natural frequency is under progress.
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