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ABSTRACT

Channel estimation and multiuser detection are enabling
technologies for future generations of wireless applications.
However, sophisticated algorithms are required for accurate
channel estimation and multiuser detection, and real-time
implementation of these algorithms is difficult. This paper
presents architectural design methods for wireless channel
estimation which can be leveraged to enable real-time mul-
tiuser detection. We redesign the matching pursuit (MP)
channel estimation algorithm to reduce the complexity while
maintaining the estimation accuracy. Furthermore, we de-
velop a parameterized intellectual property (IP) core, which
provides a hardware implementation of the MP algorithm.
Experimental results demonstrate the effectiveness and ef-
ficiency of the new algorithm and IP core for channel esti-
mation. The implementation of our MP core on a modern,
high performance reconfigurable system is about 216 times
faster than running the algorithm on a state of the art mi-
croprocessor. The MP core possesses the speed required for
performing true multiuser detection, enabling future gener-
ations of wireless communication applications.

Categories and Subject Descriptors
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1. INTRODUCTION

While the vision of ubiquitous connectivity is quickly be-
coming a reality due in large part to the rapid development
and deployment of wireless networks, many important chal-
lenges remain. State of the art wireless devices are optimized
for dealing with a few low bandwidth users in a relatively un-
obstructed environment. When many users attempt to ac-
cess the network at once, or when there is significant distor-
tion due to multiple transmission paths, these systems either
slow to a crawl or even simply cease to function [17]. Exacer-
bating these problems is the fact that users demand not only
more extensive connectivity, but also increased bandwidth
and additional features such as position information. To
address these problems, intelligent wireless systems must be
developed that can mitigate and even exploit the existence
of multiple transmission paths.

If, for example, a user is trying to connect to an access
point located in an office down the hall, there will typically
be many transmission paths, including a highly attenuated
direct path and other multiple-reflection paths. Associated
with each path is a delay and attenuation, and thus the
received signal is corrupted due to destructive interference.
Not only does unmitigated multipath interference result in
decreased data rate, but other applications such as accu-
rate radiolocation become almost impossible. Rayleigh fad-
ing [13] due to multipath propagation will cause catastrophic
failure in received signal strength-based radiolocation. For
accurate radiolocation, time-of-arrival (TOA)-based meth-
ods are much more promising, but accurate estimation of
the direct path arrival time is required [10]. Thus, efficient
implementation of an algorithm for accurate estimation of
dynamic multipath channels is required. Given estimates
of the channel parameters, signal corruption due to multi-
path propagation can be easily reversed, and the signals due
to multiple paths can be combined coherently for increased
noise immunity, resistance to signal loss due to shadowing,
and overall improvements in data rate and bit/frame error
rates.

While there have been many theoretically-sound approaches
proposed for multipath channel estimation and multiuser
detection [2, 8, 10, 17], these approaches have not yet been
adopted by hardware designers because of the complexity of
the algorithms involved and the cost associated with real-
izing them in an actual implementation. In this paper we
present a parameterized design for a small, high throughput,
channel estimation engine that can effectively handle a large



number of multiple transmission paths. The result of our re-
search is a synthesizeable IP-core that can be quickly tuned
to the requirements of its application and then instantiated
in any number of wireless devices. We begin with the match-
ing pursuit (MP) algorithm [3, 10] for DS-CDMA signals,
which is able to achieve accurate channel estimation with
reasonable complexity, and which can be combined with the
GSIC algorithm for efficient multiuser detection [10]. By
redesigning the MP algorithm, we are able to achieve a sub-
stantial increase in efficiency with zero decrease in estima-
tion accuracy. In fact, the key to our design is a cross-cutting
approach that has resulted in novel optimizations at every
level, from the theory and algorithms to the arithmetic and
placement.

In this paper we describe our design and quantify the
tradeoffs in terms of channel estimation accuracy and the
performance and area of the implementation. We explore
the possibilities of extracting parallelism from the MP for-
mulation, the effect of fixed and floating point on both area
and error, and benefit seen from deep pipelining and special-
ized multiply units on a reconfigurable device. Based on the
design space exploration, our final architecture is mapped
onto a Virtex-II XC2V3000 FPGA, resulting in a speedup
of over 216 times compared with the execution time on a
high performance desktop machine. Qur synthesisable MP
core meets the needs for high-bandwidth, reliable commu-
nication and radiolocation for diverse applications in pub-
lic safety (e.g. search and rescue), environmental monitor-
ing, ubiquitous computing, and homeland security. Further-
more, it can also be employed to increase the capacity and
coverage of wireless networks in environments which are rich
with transmission paths such as in large buildings and urban
cityscapes.

The rest of the paper is organized as follows. In section 2,
we discuss a model for multipath propagation, present a new
formulation of the MP algorithm, and compare it with other
channel estimation algorithms. In section 3, different design
trade-offs are discussed for the design space exploration of
the parameterized MP core implementation. We discuss re-
lated work in section 4 and draw conclusions in section 5.

2. MATCHING PURSUIT ALGORITHM
2.1 Multipath Channel Propagation

Wireless communication channels typically contain mul-
tiple paths due to scattering effects, and thus the received
signal is composed of many delayed and attenuated versions
of the transmitted signal. For outdoor communications, the
scatterers may be buildings, mountains, etc., while for in-
door communications, the scatterers may be walls, furniture,
etc. Path lengths may vary greatly. In this paper, the mul-
tipath propagation delays are assumed to be less than the
symbol duration, a reasonable assumption in most cases.

The multipath channel with continuous-valued delays can
be represented by a tapped-delay-line (TDL) filter with
discrete-valued delays iTs, for ¢+ = 0,1,..., N, — 1, where
1/T is the Nyquist sampling rate (twice the chip rate), and
N is the number of samples per symbol duration [17]. As-
sociated with each TDL path ¢ is a complex-valued channel
coefficient f;. The f; are given by the sum of sampled sinc(.)
functions centered at the true delays 7 [5, 10]. A sparse
channel is one in which Ny << N, channel coefficients have
non-negligible magnitude. The TDL representation of an
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Figure 1: Multipath channel estimation with MP.

example 5-path channel is shown in Figure 1 (solid line).
The received signal after RF-to-baseband down-conversion
and A/D sampling is denoted by

r=Sf+necMV* (1)

where M is the number of training symbols, n is the sampled
additive white Gaussian noise vector, f = [fo, fi, ** , fn.—1]"
€ CMs*! is the channel coefficient vector, and S € RMNs*Ns
is the characteristic signal matrix. ® and C represent the
real and complex numbers, respectively, and ()T denotes
the transpose operation. The ith column S; of S is the re-
ceived signal due to path 7 if f; = 1, and in general f;S; is the
received signal due to path ¢. S is given in [10] and is known
a priori, since it depends only on the DS-CDMA spreading
sequence and the transmit and receive filters. Referring to
the received signal model (1), the multipath channel estima-
tion problem is that of computing an estimate f of f, given
S and the received signal vector r containing noise n.
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Table 1: Complexity comparison for sparse multi-
path channel estimation algorithms. M = number of
training symbols, N, = number of samples per sym-
bol, Ny = number of non-zero channel coeflicients,
2/Q = channel coefficient precision.

2.2 Redesigning the MP Algorithm

The Matching Pursuit (MP) channel estimation algorithm
[3, 10] algorithm provides a low complexity approximation
to the Maximum Likelihood (ML) [17, 8] solution for sparse
channels, i.e., under the constraint that only Ny elements in
f are non-zero: f = Ny. The exact ML solution under the

sparse channel constraint is given by

arg min

f= fEhe lir=sfry. @



where Ay, = {f:|f| = Ny}. Note that if the channel is
not sparse, Ny = INs; and estimates are computed for all ele-
ments in f. Since the channel estimation cost function mini-
mized in (2) is non-convex, an exhaustive search is required.
The complexity (in terms of the number of scalar multipli-
cations) of the optimal ML algorithm is shown in Table 1,
where the binomial coefficient CJJVV; = (N!)/(Nf(Ns—Ng)!)
and 2/Q) is the precision of the channel coefficient estimates.
Clearly, real-time implementation of ML channel estimation
is infeasible. By contrast, the MP algorithm [10] is highly
efficient.

The algorithm implemented in the Matching Pursuit IP
core has been redesigned for a speed improvement of Ny
times, with zero reduction in channel estimation accuracy.
The new fast MP algorithm is obtained by posing the ML
estimation problem in terms of sufficient statistics, as fol-
lows.

—llr = SFI* x 2Re{(VO)'f}—fMAF )

is a sufficient statistic for signal parameter estimation and
data symbol detection [17], where V° = §Tr € CV+*! and
A=5878 e ®V*Ns_ S is known a priori, as mentioned in
Section 2.1, and therefore S and A are pre-computed once
for all time and stored in memory. The computation of V°
can be parallelized as Ny vector inner products (correlations)
V2 = S7r. Since the columns S; of S are generated as fil-
tered circular-shifted versions of the transmitted DS-CDMA
spreading sequence, the computation of V° is equivalent to
matched filtering the received signal r. .

MP maximizes (3) iteratively, one channel coefficient f,,
at a time, using a greedy approach in which ¢; and fq].
are selected such that the increase in (3) at each stage j
is the largest possible. That is, the multipath signal compo-
nents are estimated via successive interference cancellation.
The algorithm is summarized in Figure 2(c). Note that the
“hat” symbol on f is omitted for convenience. To elim-
inate the need for division operations, the vector a, with
ar = 1/A(k,k) and A(k, k) denoting the kth diagonal ele-
ment in A, is pre-computed once for all time and stored in
memory. The storage of A and @ in memory corresponds to
the only increase in memory requirements for the reformu-
lation of the MP algorithm. The increase is insignificant for
large M (training sequence length).

After each multipath successive interference cancellation
stage, V7 is updated at the start of the next stage j as

Vj A Vj_l - fQj—lA(lj—l' (4)

Since the estimation of f via (3) depends only on V° and
A, with A fixed, effectively the sufficient statistic is updated
to reflect cancellation of the signal due to path g;j—1. Thus
the matched filter output vector V° is updated to V7, com-
pared with the procedure in [10] where an intermediate can-
celed received signal r? is formed and matched filtering is
repeated. The result is a speedup on the order of Ny times,
as shown in Table 1.

The algorithm terminates after stage j = Ny. In practice,
Ny can be determined on the fly based on |fq]. | and/or the
SNR (ratio of energy per symbol to noise energy per symbol
duration). For the example in Figure 1, Ny = 15, M =
1, N, = 44 binary DS-CDMA chips, and the MP channel
estimate is shown (dotted line) for an SNR of 20 dB.

3. DESIGN SPACE EXPLORATION FOR THE
PARAMETERIZED MP CORE

MP, due to its inherent parallelism, is an ideal candidate
for efficient implementation on modern reconfigurable plat-
forms. Since on-chip resources are limited, in this section we
will study trade-offs of performance and area in implement-
ing the parameterized MP core. To this end, we will explore
the design space from the following three perspectives.

1. Parameterization of the MP core.
2. Data representation.
3. Data distribution.

3.1 Parameterization of the MP Core

A good parameterization of MP provides trade-offs be-
tween important system metrics, such as estimation accu-
racy, latency, area, and power/energy consumption. The
MP algorithm is inherently parameterizable in terms of the
number of training symbols M, the number Ny of nonzero
estimated channel coefficients, the number of samples N,
per symbol, and the length N, and type of the spreading
sequence.

The utilization of hardware resources on the target plat-
form provides additional dimensions for parameterization
of the MP core. MP involves matrix-vector multiplication,
which can be decomposed into parallel vector-vector multi-
plications. The multiplication/accumulation in vector-vector
operations can be further parallelized. Moreover, the chan-
nel coefficients of the uncanceled multipath signals can be
estimated in parallel. Parallel computing can improve the
latency of the platform, but this does come at a cost: more
computation resources are required, which increases the cost
of the target device. By varying the number of signal esti-
mation resources used in the architecture, we can trade off
latency for number of resources.

3.2 Data Representation

The second design trade-off can be performed by optimiz-
ing the binary representation of the data in the MP algo-
rithm. Specifically, the number of bits used to represent each
data value can be varied, and there is a choice between fixed
point and floating point representations. Floating point pro-
vides large dynamic range and very high precision, but it can
be costly. Fixed-point, on the contrary, represents the data
less precisely, but it can save resources and have much better
performance.

Adder Multiplier
Bits | (S,E,F) |Performancg Area |Performancd Area
(ns) (slices) (ns) (slices)

16 | (1,6,9) 59.99 224 39.84 284
32 | (1,8,23) 70.45 475 57.59 565
64 |(1,11,52)[ 89.67 1054 69.84 2021
128 |(1,32,95)[ 117.13 2200 100.91 5868

Table 2: Performance and area for floating-point
functional units. (S,E,F) indicates the number of
sign, erxponent, and fractional bits, respectively.
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Figure 2: Mapping of the MP algorithm on a modern FPGA. The matched filter (a) and multipath successive
interference cancellation (b) are distributed across the FPGA to parallelize the MP algorithm (c).

In MP, adders and multipliers are the basic functional
units. Their estimated performance and area shown in Ta-
ble 2 and Figure 3 can be used to provide rules of thumb
for choosing the right data representation scheme in the
parameterized MP core. From Table 2 and Figure 3, we
can see that compared with the fixed point representation
(Figure 3), floating point functional units (Table 2) con-
sume much more hardware resources and have much longer
execution time'. Since the amount of hardware resources
MP needs for multiplication and addition operations is very
large, employing floating point data representation will re-
quire tight resource sharing, which correspondingly degrades
the system performance. Fixed point representation re-
stricts the accuracy of the signals in the digital domain
compared with its floating point counterpart. However, it
requires integer functional units, which are more efficient in
both area and performance (Figure 3). Thus, fixed-point

! Addition is one of the most computationally expensive
arithmetic operations in floating point operations [1], as the
results in Table 2 demonstrate.

representation is employed in designing the parameterized
MP core.

The other data representation consideration involves the
trade-off between the number of fixed-point bits and the
channel estimation accuracy. To explore the design space
in this dimension, we conducted bit width analysis [6, 15].
Figure 4 shows the results for channel estimation average
squared error (ASE) vs. number of fixed-point bits for SNRs
of -10, 0, 10, 20, 30 dB, where SNR is defined as the ratio
of the desired signal energy to the noise signal energy, both
measured over one symbol duration. The results are aver-
aged over three different multipath channels, with 30 en-
semble runs (different noise realizations) per channel. From
Figure 4, it is clear that eight bits is sufficient for accurate
multipath channel estimation with optimal dynamic range
scaling [6] throughout the implementation.

3.3 Data Distribution Schemes

Another important trade-off to consider for speeding up
the MP core is the data distribution schemes. MP processes
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of bits for fixed point representation.

a quite large amount of data, depending on the number of
symbols, the number of chips per symbol, and the number
of samples per chip. In such data dominated designs, poor
data distribution can eliminate all benefits gained through
parallelization, due to large data transfer times. Thus, it is
necessary to perform a careful distribution of the data onto
the target platform to achieve good latency.

Figure 2 (a) and (b) depict how the MP data S,A,a, are
distributed in one section of a modern reconfigurable de-
vice, which has distributed memory, and dedicated IP cores
(e.g. multipliers). The top-left figure shows how the RAMs
and multipliers are equally distributed across the columns
of the chip. All the blobs are identical. The bottom figure
shows the configuration of one of the blobs, which includes
a block RAM, a multiplier, and surrounding CLBs and pro-
grammable interconnections. From the MP algorithm (Fig-
ure 2 (c)), we can see that all the correlations (Line 2) in
the matched filters can run independently. So the matrix
S can be evenly distributed on the block RAMs, with each
column S; stored in one of the block RAMs for the discrete

Bits Multiplier [ BRAM| Slices |Performance (ns)
6 88 89 7806 4896.4
7 88 89 8342 4896.4
8 88 89 8969 4896.4
10 88 89 10134 4896.4
16 88 89 13630 8460.24

Table 3: Experimental results for the MP core.

path delay i. The stored S; are provided as the operands
for multiplications. This parallelization of the matched fil-
ters results in a speedup factor of O(N;). Similarly, in the
multipath successive interference cancellation steps (Line 7
through Line 15), a and A can be disseminated equally in the
block RAMs, where ay and Ay are saved in the same block
RAM i with S;. The block RAM 7 is also used as registers to
save intermediate values of Q, gk, and V, which are also
independent between different block RAMs. Due to resource
limitations, the multiplications within the same blob share
a multiplier in both steps of matched filtering and interfer-
ence cancellation. By distributing those MP data that are
independent onto block RAMs, the memory operations of
multiple ports and operations on different block RAMs can
be performed simultaneously. Thus, the system can gain
more performance improvement.

In general, a major goal in the implementation of the MP
core is the use of different techniques to optimize the core
toward fast channel estimation. Based on inherent proper-
ties of the MP algorithm, the design space parameters are
summarized as: (1) hardware resources, (2) parameterized
parallelism of the MP algorithm, (3) fixed point architecture,
and (4) distributed data storage schemes. Furthermore, the
dedicated resources on the reconfigurable device are used to
maximize the efficiency of the device.

3.4 Putting It All Together—Experimental re-
sults for the parameterized MP core

We present several experimental results for implementing
the MP core on a Xilinx Virtex-II XC2V3000 FPGA [18] to
better illustrate the general trade-offs involved in our study,
specifically in terms of area/performance. Table 3 shows the
results for different numbers of bits per data value. From
the table, we can see that the data are distributed across
89 block RAMs and 88 multipliers to support parallel ex-
ecution, and when increasing the number of bits, the area
(number of slices) increases accordingly, while the perfor-
mance decreases. We also compared the execution time of
the MP core with a high performance desktop computer,
which has a 2.17GHz 3000+ AMD Athlon XP processor
and about 1GB DDR PC3200 RAMs. The 8-bit MP core
runs about 216 times faster, and the 16-bit MP core runs
about 125 times faster. Here it is important to note that
even though MP runs quickly on a high performance micro-
processor, the achieved speed falls short for the high data
rate required by 3G/4G wireless systems. In contrast, the
proposed MP core meets the 3G/4G speed requirements,
justifying its applicability for implementation in future gen-
erations of wireless communications systems.

We would like to mention that another MP core was also



designed, which fully exploits the parallelism of the MP algo-
rithm and is deeply pipelined. Yet, due to the large resource
requirement, it does not entirely fit into the largest cur-
rently available FPGA. As fabrication technology improves
and more transistors are integrated into a silicon chip, it
will be possible to map the fully-parallelized MP core onto
asingle FPGA chip, enabling very high data rate processing.

4. RELATED WORK

Much research has been conducted on the topics of wire-
less channel estimation, design space exploration, and IP
reuse. Thus, space constraints will limit our discussion to
a small set of representative contributions which are closely
related to our work.

Channel estimation for wireless applications has attracted
considerable attention recently, and a variety of algorithms
have been developed [2, 3, 8, 10, 14, 17]. In [14], an approx-
imate ML-based algorithm was targeted for implementation
in DSP hardware. In the ML algorithm redesign, a matrix
inversion step was approximated via gradient descent for im-
proved efficiency. We choose the MP-based algorithm [10]
because of its efficiency and accuracy, and we redesign the
algorithm for improved efficiency based on a sufficient statis-
tics interpretation.

Design space has been explored from different perspectives
through various techniques to meet the design objectives [12,
16]. In this paper, we focus on the bit-width analysis [4,
6, 15] and data distribution [7]. BitWise [15] determines
the minimum number of bits by propagating static informa-
tion in the program data-flow graph, and Bitsize [6] decides
the number of bits through sensitivity analysis of outputs.
Through careful bit width analysis, hardware costs and en-
ergy consumption can be substantially reduced. Huang et
al. [7] proposed a methodology for HLS to distribute data
across memory logic blocks for reducing data communica-
tions.

IP reuse is a design methodology for bridging the gap
between available chip complexity and design productivity.
Quite a few methods and techniques [9, 11] have been pro-
posed for IP creation, assembly and testing. Metacores [11]
is similar to our work; it creates parameterized cores for
Viterbi decoding and IIR filters.

S. CONCLUSIONS

In this paper, an MP algorithm has been redesigned for
efficient channel estimation. Through exploring the design
space of the MP parameters, data representation, and data
distribution, a highly efficient parameterized MP core was
developed and mapped on a Xilinx Virtex-II FPGA. The
resulting core runs over 216 times faster than a high per-
formance desktop machine. With this level of efficiency, in
the near future the parameterized MP core could enable
high data rate multiuser detection, delivering on decades of
promises from communications theory and revolutionizing
the state of the art in applied wireless technologies.
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